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MATHEMATICAL WEB APPENDIX: LIKELIHOOD FUNCTION

Profit function (I)) includes includes four differentiated structural error components
(€ai-€ni.€yi.€xi), Whose realizations uniquely determine the observed optimal choice
of (xqi,xpi,xyi, ;). To estimate the model we assume that the vector of unobservable
returns follows an unrestricted multivariate normal distribution.

The Joint Density of Scale and Profits.—To write the likelihood function we first con-
dition on the two continuous variables of the model, i.e., scale and profits. First, from
equation (3], the unobserved return associated to scale is

(AD) €yi :nyi_ey_gayxai_‘ghyxhi,
and next we rewrite the profit equation (1)) as follows
(A2) €pi = i — On — OaXxai — Opxpi — SanXaiXni + (V/Z)xii,

where we define €,; as the total unobserved return to adopting any strategy other than
the scale, that is

(A3) €pi = €xi+€aiXai + €piXp;.

Because of our normality assumptions on the distribution of €;, it follows that €, ; is also
normally distributed with zero mean and variance

(A4) 05; = 02 + (05 42007 pax)Xai + (0 + 2040w Phx)Xhi + 20a0hPahXaiXhi-
Thus, the joint density of €, ; and €,; is given by

(AS5) g(eyi€pi) = (0y0pi) ' h2(eyi/0y.€pi/Opii Pypi)

where the correlation coefficient between €y,; and €,; is

(A6) Pypi = (Onpyn + OaPayXai + OnPhyXni)/Opi-

Notice that given the distribution of €;, and making use of (A3), equations (1)) and (3)
define a transformation from (€y,;, € ) to (xy;, ;). The determinant of the Jacobian of
the inverse transformation given by equations (AT) and (A2) is

_ 3Xy,' 87'[,' _ Y 0 _
(A7) J = 8€pi 8€pi = '_nyi 1 =y >0.
oxy; Om;

The determinant of the Jacobian of the inverse transformation is strictly positive be-
cause of the assumption that profits are concave in xy;. Thus, equations (I and (3)
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define a one-to-one transformation from (€ ;,€,;) to (xy;, 7;) so that the joint density
of (xy;,m;)is

(AB) g(xyi,7i) = (0y0p1) " $2(€yi /0y, €pi/0pis Pypi)Y:
which depends on the values of x,; and xj,; through equations (A 1)) and (A2).

Probability of Innovation Profile Choice.—The adoption of innovations is determined
by conditions (I3a)—(13c), which also depends on the unobserved returns to scale and
innovations. Therefore, we first rewrite those equations conditioning on €y,; and €p;,
and second, we derive the probabilities of observing each of the four possible innovation
profiles. Thus, we write

(A9a) €ai = Mg+ €a.ypi,
(A9Db) €pi = Mpi + €pypi,

where mg; and my,;, are the expectations of €;; and €j;, conditional on €,; and € ;
respectively, i.e.,

(A10a) S (Pay — PapiPypi)€yi/Oy + (Papi — PayPypi)€pi/Opi

2 5

l_pypi
(A10b) my; = oy (Ohy — PhpiPypi)€yi/Oy + (Phpi — PhyPypi)€pi/Opi
l - b

1-— p2 .

ypi

and where the correlations between €, ; and €4, € ; are

(Alla) Papi = (OxPar + OaXai + Uhpahxhi)/apiv
(Al1b) Phpi = (OnPhx + OpXni + OaPanXni)/opi,

so that €4.ypi, €4.yp; are normal variables that, by construction, are independent of €, ;
and €, ;. They have variances

2 2
Pay t 05, — 2PypiPayPapi
2 _ 2 y api
(Al2a) Ogq.ypi =04 |:1 — 1 ,02 . :| ,
ypi
2 2
Phy + Phpi — 2PypiPhyPhpi
Al12b o2 . =o02|1--"2 P ,
( ) h.ypi h |: l_pfzpi

and covariance given by

(A13)  cov(€a.ypis€nypi) =

_ PayPhy + PapiPhpi — Pypi(PayPhpi + Papiphy)j|
> .
1- Pypi

0a0p |::Oah
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Next, we substitute the unobserved returns to innovations given by equations (A9a))
and (A9D)) into conditions (13a)—(I3c) and after rearranging terms we get

(Alda) Qai€a.ypi > —qaitkqi + 8xpi),

(A14b) Ghi€h.ypi > —qni(kpi +8xai),

(Al4c) Gni€s.ypi > —qnilkni +8/2 + si(kai +8/2)],
where

(Al5a) kai = Kai +mgi,

(A15b) kpi =Kkp; +mp;,

(Al15¢) €s.ypi = €h.ypi T Si€a.ypi,

which is a normal variable with zero mean and variance equal to

2 2 2
(A16) Osypi = Oa.ypi T Ohypi + 28i0a.ypiOh.ypiPah.ypi-

Furthermore, the correlation coefficients among €5.yp; and €4.yp i, €p.yp; are

(Al7a) Pas.ypi = (Gh.ypipah.ypi + San.ypi)/as.ypi,
(A17b) Phs.ypi = (Uh.ypi + San.ypiPah.ypi)/Us.ypi-
Consider now the probability that firm i adopts both innovations, i.e., x;; = 1, and

xp; = 1. Then, conditional on €, ; and €, ;, conditions (8a)—(8c) must hold; that is

(Al8a) €aypi > —kai =9,
(A18b) €h.ypi = —kpi — 9,
(A18¢) €s.ypi > —Kkai —kp; — 8.

There are two cases of interest depending on the value of §:

1) § < 0. In this case the last of the above inequalities does not bind. This case
corresponds to the bottom of Figure [I| where §;(1, 1) is rectangular and thus, the
probability of adopting both innovations becomes

(A19) Pr(xg; = 1, xp;, =1) = Pr(ea.yp,- > —kgi _8v€h.ypi > —kp; —6),
which, given our assumption of joint normal distribution, leads to

kai +8 kp; +6
(A20) Pr(xa; = 1,xp; = 1)=q>2( ar hi ;pah.y,,,-).
Oa.ypi  Oh.ypi

@, (+; p) is the cumulative density function of a standard bivariate normal distribution
with correlation coefficient p, which in this case is the correlation coefficient between
€q.ypi and €, ,,,; (or, equivalently, the correlation between €4, and €j,; conditional
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2)

One€y;,€p;):
(A21) Pah.ypi = COV(ea.ypi, Eh.ypi)/(o'a.ypio'h.ypi)-

8 > 0. Now the three inequalities (AT8a)—-(AT8c) bind. This case corresponds to
the top of Figure [I| where §; (1, 1) is no longer rectangular. To compute the proba-
bility of adopting both innovations, we split the region defined by the three inequal-
ities (AT8a)-(AT8c) into the following two disjoint areas defined by

(A22a) €a.ypi > —kai,
(A22b) €h.ypi = —kpi — 6,
and by

(A23a) ~kai > €a.ypi > —kai — 8,
(A23b) €s.ypi > —kai —kp; — 6,

where the second set of inequalities make use of a change of basis so that the in-
tegration region defined in the (€4.ypi.€s.ypi) plane is rectangular. Integrating the
probability density function of (€4.ypi.€n.ypi) Over the area defined by (A22a)) and

(A22b) we get

(A24) Pr(fa.ypi > _kai,eh.ypi > _khi - 8) =

kai kpi+6
2 , s Pah.ypi | >
Oa.ypi Oh.ypi

and integrating the probability density function of (€4.ypi,€s.ypi) Over the region

defined by (A23a)—(A23D) we have

(A25) Pr(—kq;i > €a.ypi > —kai _5a€s.ypi > —kaqi —kp; —0) =

(kai+5 kai +kpi +6 )
D, , sPas.ypi | —
Oa.ypi Os.ypi

( kai kai +kpi +6 )
0% ) s Pas.ypi | -
Oa.ypi Os.ypi

Finally, combining (A24), and (A23]) we obtain the probability that a firm engages
in both product and process innovation as

kai kp;+96
(A26) Pr(xaz-=1,xhi=1)=<bz( o = :pah.ypi)+
Oa.ypi Oh.ypi

D, , sPas.ypi | —
Oa.ypi Os.ypi
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(kai kai +kpi +6 )
®, ) sPas.ypi | -

Oa.ypi Os.ypi

We can determine the probabilities of adopting each innovative profile in a similar
manner. To provide a general notation, let’s define the indicator variable /; as

(A27)

Pt if  5;8>0,
"7 )o if s8<0.

Then, since x,; and xj; may take only values in {0, 1}, we have

(A28) Pr(xgqi,xpi) =

kai +8[1i —xp; 21; —1)] kni +8xai
D3 | Gai »4qhi s SiPah.ypi
Oa.ypi Oh.ypi
kai + 6 kpi +68/2+ silkai +6/2]
+ Iisi | P2 dhi vqhiPas.ypi
Oa.ypi Os.ypi
kai kpi +8/2 + si[2kai +8/2]
— &, dhi 3qhiPas.ypi

Oa.ypi Os.ypi

The Likelihood Function.—Finally, we write the unconditional probability of observ-
ing a firm with specific strategy choices by multiplying the conditional probability of a
given innovation profile (A28), by the join density of the distribution of scale and profits
from other activities (A8)), to obtain the contribution of observation i to the logarithm of
the likelihood function

(A29) InL;(®|xyi, i, Xai,Xpi) =
Iny —Inoy —Inop; +Inga(€yi/0y.€pi/0piipypi)+
i [ ( kai + 0[1i — xp; (21; — 1)] kni +8xai
n|®|qqi i

»qhi »Sipah.ypi) +
Oa.ypi Oh.ypi

kai +8  kpi +68/2+ silkai +8/2]
Iisi®> dhi yqhiPas.ypi | —
Oa.ypi Os.ypi
kai kpi +68/2 4 si[2kqi + 6/2]
Iisi > qhi vqhiPas.ypi | | >
Oa.ypi Os.ypi

where @ = (04, 0p, Qy’ Or» San 5ay, Shy’ Vs Oas Ops Oy, Oxs Pahs Pays Paws Phys Phrs
pyx) is the vector of parameters of the model.

Normalization.—Directly maximizing the log-likelihood function (A29) with respect
to the elements of parameter vector ® is complicated by the non-negativity of some
parameters (as is the case of y and the standard deviations o, 0y, 0y, and 0 ) and by the
restrictions on the correlation coefficients (ogp, pay, - .-, Pyx) imposed by the positive
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definiteness of correlation matrix R given in equation (I3). We thus reparameterize the
likelihood function in order to avoid these restrictions. First, we define the parameter ¢
as

(A30) ¢ = In(y),

so that ¢ is unrestricted although y is restricted to be positive. Second, we can write the
covariance matrix of unobservables (€4, €p;.€yi,€xi) as

(A31) > = DRD,

where D is a diagonal matrix whose main diagonal entries are (04, 0p,0y,07) and R is
the correlation matrix given in equation (I3). Consider now the Cholesky decomposition
of X,

(A32) >=LL,

where L is a lower triangular matrix with strictly positive diagonal entries. From /;;, the
non-zero entries of matrix L, we define

lij, j<izi=1,...,4,

A33 Aij =
(A33) Y Mn(li), i=1,...,4.

The A;; parameters are continuous differentiable functions of the standard deviations
and correlation coefficients of the unobservables (e4;,€p;.€yi,€x;)’. But, the A;; are
not restricted and could take any value. The remaining parameters in O, i.e., the direct
returns to the choice variables, 8,4, 0y, 6, 0, and the complementarity parameters, 8,7,
8ay, Opy, are not restricted.

The above transformations define a function between the unrestricted parameter vector
O = (6a, On, Oy, Oz, Sans Says Ony. @, A11, A21, A22, A31, A32, A33, A41, A42, A4s,
A44) and O:

(A34) 0 =c(0%).

The log-likelihood function can finally be written as

(A35) InL;(®|xy;, mi,Xaqi,Xp;) =
InLi(c(®%)|xyi, i, Xai, Xpi) = In L7 (OF|xyi, i, Xai, Xpi)

~ %k
so that we obtain our estimates by maximizing In L; with respect to ® and applying

~ ~ 3k
the transformation ® = ¢(©® ).

. . . . . %) .

Simulations.—The simulations are performed by drawing @*" from a multivariate
P

normal distribution with mean ® and a cluster-robust covariance matrix estimator of
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@". For each draw of the parameter vector, 00 = c(@)*(”), we perform a random
draw of (€qi,€pi,€yi.€xi) for every observation in the sample, using a multivariate
normal distribution with mean 0 and covariance matrix X @ obtained from the corre-
sponding elements of 00, Finally, with these simulated sample of the unobservables
we solve for the values of the endogenous variables x4, xp;, Xy i, X5 i, as discussed in
Section

This procedure allows us to compute the expected change in the endogenous variables
that result from changes in exogenous variables that are discussed in Section For
each scenario we used 2,000 different parameter vectors and for each of those draws
we generate 150 random samples. In this way, we take into account the impact of the
estimation uncertainty into the simulation results.



